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1 Multi-level style transfer

As mentioned in the main paper (section 4.1), different layers provide different details during style transfer,
and we achieve this by cascading the image through different auto-encoders.
complete pipeline for multi-level style transfer along with a comparison between single-level and multi-level

stylization with the proposed approach.

In figure 1, we show our
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Figure 1: Top: Network pipeline of the proposed style transfer method that is similar to Li et al. (2017).
The result obtained by matching higher-level statistics of the style is treated as the new content to continue
to match lower-level information of the style. MM represents moment matching and RA represents rigid
alignment. Bottom: Comparison between single-level and multi-level stylization with the proposed approach.
The first four images show styled images created by applying moment matching and rigid alignment to
individual VGG features. The last image shows stylization results by applying multi-level stylization, as

shown in the above network pipeline.



2 Decoder training

As mentioned in the paper (section 5.1), we use a pre-trained auto-encoder network from Li et al. (2017).
This auto-encoder network has been trained for general image reconstruction. The encoder part of the
network is the pre-trained VGG-19 (Simonyan and Zisserman, 2015) that has been fixed, and the decoder
network (D) is trained to invert the VGG features to image space. As mentioned in Li et al. (2017), the
decoder is designed as being symmetrical to that of the VGG-19 network, with the nearest neighbor up-
sampling layer used as the inverse of max pool layers. Li et al. (2017) trained five decoders for reconstructing
images from features extracted at different layers of the VGG-19 network. These layers are relus_1, reluj_1,
relu3_1, relu2_-1, and relul_1. The loss function for training involves pixel reconstruction loss and feature
loss (Dosovitskiy and Brox, 2016):

arg min X Dy(z)|5 + A|®i(X) — ®,(Dg(2))]5 (1)

where 6 are the weights of the decoder D. X, z are the original image and corresponding VGG features,
respectively, and ®;(X) is a VGG-19 encoder that extracts features from layer [. In addition, A is the weight
to balance the two losses. The decoders have been trained on the Microsoft COCO dataset (Lin et al., 2014).
However, unlike Li et al. (2017), we use only four decoders in our experiments for multi-level style transfer.
These decoders correspond to relud_1, relu3_1, relu2_1, and relul_1 layers of the VGG-19 network.

3 Spatial control

Spatial control is needed to apply different styles to different parts of the content image. A set of masks M
are additionally required to control the regions of correspondence between style and content. By replacing
the content feature z. in section 4 of the main paper with M ® z., where © is a simple mask-out operation,
we can stylize the specified region only, as shown in figure 2.

Figure 2: Spatial control in style transfer. Middle column: In the top row are the binary masks, and
corresponding styles are in the bottom row.



4 Need to arrange features in R“*#W space

As mentioned in the paper (section 4), for alignment, we consider the deep neural network features (z €
REXHXW) a5 a point cloud which has C points each of dimension HW. We can also choose another
configuration where each point is in R® space, thus having HW points in the point cloud. In figure 3, we
show a comparison of style transfer with the two configurations. As shown in the figure 3, having the later
configuration results in complete distortion of content structure in the final styled image. The reason for
that is deep neural network features (convolution layers) preserve some spatial structure, which is required
for style transfer and successful image reconstruction. Therefore, we need to transform the features in a
specific manner so that we do not lose the spatial structure after alignment. That is why, for alignment, we
transform z such that the point cloud has C' points each of dimension HW.
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Figure 3: Third column: style transfer with features (z) transformed as C' cloud points and each in RAW
space. Fourth column: style transfer with HW cloud points and each in R® space.



5 More styled Results
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Figure 4: Figure shows comparison of our style transfer approach with existing work.
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Figure 5: Figure shows comparison of our style transfer approach with existing work.
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Figure 6: Figure shows comparison of our style transfer approach with existing work.
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